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In this section there are two rotations 

Deliver the seminar slides (20 minutes) 

• Alternate members of group 

• Read directly from the speaker notes 

• Discuss whether you feel comfortable presenting this content 

 

Deliver the seminar demo (20 minutes) 

• This should be familiar from last year  

• Split across the two demo units.   

• Start on slide 5 or 20 of the demo guide 
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PRESENTATION BEGINS HERE 
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Scope of this discussion 
Mobile Computing 
D-PHY Protocols 
• D-PHY Layers 

• Signaling and Traffic 

• HS and LP Modes 

• D-PHY States 

• CSI and DSI idiosyncrasies  

Early view of MIPI M-PHY 
Demonstration of D-PHY Protocol Tools 
 

Presenter
Presentation Notes
Today, we’ll cover the driving forces behind the MIPI spectrum of specifications.  

Then we will spend the bulk of our time on the D-PHY protocols.  This will touch on the protocol impact of the PHY, how signals are transmitted , the D-PHY state machine, and implementation details specific to CSI and DSI.

Next, we’ll spend just a few slides discussing the upcoming MIPI M-PHY protocols and how they will differ from D-PHY.

Finally, we will demonstrate Agilent’s MIPI D-PHY protocol tools, to show you some of these signal characteristics in action.
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Demand is shifting from client /laptop devices to smart devices.   
 
Meanwhile, laptop devices will start to look more like smart devices. 

 
- PC demand is flattening  and moving to mobile computing 

“The cloud computing market is heading into the stratosphere as companies seek to 
offer services designed to serve tablets, smartphones and other mobile devices. … 
projected to surge to $110 billion in 2015, up from $23 billion in 2010.” 
iSuppli December 22, 2011 

Presenter
Presentation Notes
Where 10 years ago, or even 5 years ago, the PC industry was driving technical innovation, that role has now shifted to the mobile computing industry. Mobile computing devices are proliferating rapidly and driving innovation around power, size, battery life and flexibility.  And this widespread proliferation, coupled with the adequate bandwidth now available via Wi-Fi and 3G and 4G networks, is also driving innovation in servers to enable the cloud.  

As a result, the drivers of technological innovation shift from the PC platform to mobile computing devices, and the infrastructure that supports the crowd.
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UniPro  

UFS 

Physical 
Standard 

Protocol 
Standard 

D-PHY 

CSI-2 
camera 

Interface 

DSI/DCS 
Display 

Interface 
DigRF 

v4 

   M-PHY 

Application 

LLI 
CSI-3 

MIPI Layered Protocols 

SSIC M-PCIe 

Presenter
Presentation Notes
The MIPI D-PHY specification was driven by the mobile phone industry, and predates and helped drive the explosion of smart phones.  The technologies that drove D-PHY were cameras, displays, and application processors in smart phones.

The M-PHY specification shows the expansion of needs in the mobile computing space as it grows into tablets, laptops, and embedded systems.  The desire for low-power PC architecture equivalents include memory (UFS), higher-resolution cameras (CSI-3), USB (SSIC), and graphics accelerators (M-PCIe).  

All of these specifications fall under the umbrella of the MIPI alliance, the industry group that defines and promotes mobile computing technologies.
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Physical 
Standard 

Protocol 
Standard 

BIF 

Application 

MIPI Monolithic Protocols & Applications 

Debug DDB HSI SLIMbus SPMI RFFE 

Presenter
Presentation Notes
MIPI Alliance also oversees monolithic bus standards that handle specific tasks in mobile computing designs, such as battery management, control of MEMS devices, and on-chip debug.
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About the MIPI Alliance 
Coordinate technology across the mobile computing 
industry 
• Over 240 member companies 

• 100% penetration of MIPI specs in smartphones by 2013 

Develop specifications that ensure a stable, yet flexible 
technology ecosystem 
• 17 official working groups (14 active) and growing 

• Partnerships with other industry organizations                                 
(JEDEC, USB-IF, Open Mobile Alliance, 3GPP, MEMS, etc.) 

• Only members have access to specifications 

• All members can participate and vote in discussions; higher levels of 
membership required to lead. 

Presenter
Presentation Notes
If your company is not a member of the MIPI alliance, I strongly recommend it.  MIPI specifications will fully penetrate smartphone designs this year, and a supermajority of “dumb” phone designs by 2015.  MIPI alliance membership is required to receive these specifications. 

There are no royalties, but there is a membership fee to access alliance materials.  Membership is assessed on a sliding scale – smaller companies pay less than larger ones, and different membership levels for those who use the specs and those who drive it.  All actively-participating members have a voice.  

There are many working groups that define, refine, and promote these specs.  Weekly meetings are supplemented by trienial face-to-face meetings.
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D-PHY layers (DSI example) 

Presenter
Presentation Notes
Let’s jump into the D-PHY specification.  This diagram is specific to the DSI case, but CSI is similar -- and simpler.  
�The protocol layers are quite simple.  8-bit data bytes and commands are placed into low-level protocol packets.  
These packets are protected by calculated ECC and Checksum bytes.  
The complete packets are then optionally striped across multiple lanes in preparation for serial transmission.  
In the PHY layer SoP and EoP signal sequences are added and then the LP and HS traffic are serialized.

On the receiver side, the process is reversed.
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D-PHY Signaling Highlights 

1-4 Data Lanes (trying to push the spec to x8) 
− 1 lane clock for all data lanes 

2 types of signaling LP and HS 
− LP P & N signals are driven independently 
− HS is differentially driven 

Primarily a unidirectional link 

Can get reverse communication though a Bus Turn 
Around (BTA) for DSI 

 

  

 

 

Presenter
Presentation Notes
D-PHY signaling consists of 1-4 data lanes and one clock lane that is used for high-speed transmission.  
D-PHY is unusual, because the differential pairs that are used for High Speed transmission, can also be defined as single-ended signals for the Low Power mode.  This combination of high burst speeds, and power conservation make D-PHY perfect for mobile computing designs.  It also, however, makes it unlike other busses you may have used.

Transmission is typically unidirectional; but there is a provision to reverse the channel when receiving feedback from displays.
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D-PHY  
Global 
Operation 
Flow Diagram 

Presenter
Presentation Notes
It’s not surprising that the state flow of D-PHY busses is unique.  No other common bus allows multiple-signaling types and bi-directional communication.  

Fortunately, not all modes are required for either CSI or DSI.  CSI does not support Bus Turnaround, or BTA (however there is a Camera Control Interface being developed for CSI-3 under M-PHY).  DSI does not support HS communication from the receiver.  Many of these blocks can be removed in a practical system.

There are four main communication processes:
HS Transmission,
Escape Mode,
Bus Turnaround, and
Initialization

The Stop state, or LP-11 state is the center of the Universe for D-PHY. All transmissions begin and end at the Stop state.

The Initialization procedure ensures that both the Master (Tx) and Slave (Rx) devices are in the Stop state.  It’s initialized by the Master driving the LP-11 state for longer than T(INIT).  

From the stop state, the bus can enter either HS or LP transmission, each with a different sequence of LP traffic.  HS data goes through a request procedure, which communicates that unterminated LVDS communication will occur.  The LP transmissions are initialized by an escape mode, where Low Power Data Transmissions, triggers, or Ultra-Low Power communication can be entered.

An LP request can also be used to enter Turnaround, allowing the receiver to drive communication.   This BTA must be executed before transmission can begin.
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D-PHY Low Power Signaling 
LP Control 

• 1.2V Nominal 
• Stop state LP-11 
• Escape Mode & HS Mode 

Entry/Exit  
• Bus Turnaround (BTA), [DSI] 

Escape Entry Codes 

• Trigger/Modes (generic protocol 
messaging) 

• Ultra Low Power (ULP – 78h) 
• Low Power Data Transmission  

(LPDT – 87h) 
• Derived clock, 10Mbs max. 

Binary 
opposites 

Presenter
Presentation Notes
The LP signals are a nominal 1.2V single-ended.  
As with all D-PHY traffic, it begins and ends with the LP-11 Stop State.  This means that both the p and n lines are high.  We’ll take a closer look at this state in a few slides.
LP signaling is used for the transmission of triggers and commands, and can signal the entry into Low Power Data Transmission and Ultra Low Power states.  
LP signaling can also be used for generic traffic, including data bursts.  This might be used to save power when sending low-resolution images – a perfect example is when a mobile phone display is in “camera viewfinder” mode.  Full resolution video would drain the battery quickly, but low frame rate/ low resolution updates are perfect, and can be sent at the lower data rate. 
The clock is implicit and is derived as an XOR of the P and N lines.  These states have a minimum duration of 50us as defined by TLPX, with a 50% clock duty cycle.  As a consequence the maximum LP data transmission rate is 10Mbs.
The chart below shows an example of a full LP transmission sequence.  Starting at the LP-11 Stop State, we invoke the Escape Mode Entry sequence of LP-10, 00, 01, 00.  This is followed by 8 bits, sent LSB first.  0110 0010 represents 87h, or LPDT.  LP is exited with 00, 01, 11. 
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High-speed to Low-power transitions in action 

ESC 
11 
10 
00 
01 
00 

LPDT 
87h 

Data ID 
01h 

Data 0 
00h 

Data 1 
00h 

ECC 
07h 

Mark-1  
& Stop 

00 
10 
11 

Presenter
Presentation Notes
This slide shows the same sequence on the Agilent Protocol analyzer, correlated with the raw signal data.
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Bus Turnaround Procedure 

• Only used on DSI 
• Restricted to LP mode 
• One lane only 

Presenter
Presentation Notes
Bus turnaround is accomplished with a combination of signal levels and state timing.  While the D-PHY spec provides for BTA for HS communication, only DSI uses BTA and only in LP mode.  In addition BTA is restricted to lane D0, since very little data is sent from the display to the processor.  

Master and Slave status do not change during a bus turnaround.  It is always handled in control mode by the transmitter.  

The states are simple.  They are defined, like other LP communication by T(LPX), and go from the Stop state LP-11 to LP-10, 00, and finally LP-10, which differentiates it from the Low Power transmission escape sequence.  The transmitter is driven to LP-00 (or Bridge State) for T(TA-GO), while the receiver observes this state for at least T(TA-SURE).  It then drives the line for T(TA-GET).  

During this crossover, the transmitter stops driving the lines and observes the line state.  The subsequent LP-10 confirms to the transmitter that the receiver has taken control.  When the receiver finally drives to the LP-11 Stop state, the transmitter knows that the BTA has been completed and waits for additional information from the receiver.

BTA is reversed with the identical procedure.
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BTA in action 

LP-11 10 00 01 00 TA-SURE + TA-GET 

LP-11 10 00 01 00 TA-SURE + TA-GET 

Processor to Peripheral 

Peripheral to Processor is identical 

Presenter
Presentation Notes
This slide shows the bus turnaround sequence as it is executed on lane D0
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D-PHY High Speed Signaling 
• Source-synchronous clocking, dual data rate 
• Differential 200mV Nominal, Common Mode 200mV, nominal 
• 80Mbs to 1.5Gbs (clock rates from 40MHz to 750MHz) 
• Used for payload transmission  

Presenter
Presentation Notes
High-speed signals are differential, with a 200mV swing stacked upon a 200 mV offset.

The HS request is the opposite of a LS request.  Both begin and end with the LP-11 Stop State.  However, the HS request is initiated by an LP-01, as opposed to an LP-10. It must be in this state for the time period T(LPX) (low-power exit).  The state LP-00 state is then driven for a time of T(HS-PREPARE).  This simultaneously enables the high-speed driver and disables the low-power driver.  The HS-0 state is driven for a time T(ZERO) to allow the transition from LP to HS to complete.

The HS sync bite of “B7”, which is recognized by the receiver as “011101”, since we’re already at a state of HS-0.  Subsequent bits now constitute the HS payload.  

At the end of the payload transmission, the line is reverted to an LP state.  The final differential state is toggled, then held for a period of time T(HS-TRAIL).  The transmitter then disables HS transmission, and drives an LP-11 for at least T(HS-EXIT).  The receiver disables termination when it detects the lines entering LP-11, and then retroactively ignores any data bits that have been received in T(HS-SKIP).  
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HS Burst in action 

Data Valid 
are all high 

Sync 
Bytes 

Data 
Type 
+ VC 

Word 
Count 

One 
Pixel 

Checksum 

ECC 

HS0 

HS No 
Longer 
Valid 

Return to 
LP-11  

Presenter
Presentation Notes
This is an example of a normal high-speed transmission.  We will discuss each of these items in deeper context over the next 10 slides.  

The data is striped across 4 lanes.  After the lane settles in the LP-00 state, a sync byte (B8) is sent, followed by the normal packet sequence:
The data type and virtual channel identifiers (in one byte – VC = 0 and the data type is 3E – an RGB 8-8-8 Packed Pixel Stream).  
The long packet word count (more on that in a few slides) that indicates that 3 pixels are being sent.
The ECC byte, which protects the header
3 pixels
A checksum, which protects the payload.

The data is valid when the sync bytes are sent, and are valid until the final HS byte is reversed for a period of time HS-Trail.  Then the bus returns to the LP-11 state.
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ECC error correction (both short and long packets) 

Error Correction Code (ECC) byte allows single-bit errors 
to be corrected and 2-bit errors to be detected in the 
Packet Header.  
• Includes both the Data Identifier and Word Count fields 

• Hamming Code 
• Detects 2-bit errors 
• Recovers 1-bit errors 

Presenter
Presentation Notes
There are two forms of error correction in D-PHY protocol transmission.  The first is called the Error Correction Code, or ECC.  It is used to protect the headers of both long and short packet types.  These headers are critical – a bad pixel in a single frame will not be noticed, but a bad packet can be the death of real-time operation.  ECC allows one-bit errors to be corrected and two-bit errors can be detected (out of 32 bits in the header).
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Checksum (long packets only) 

Payload portion of long packets 
Functionality: 
• 16-bit field (covers 64k payload) 
• Can only indicate the presence of one or more errors in the 

payload. 
• Cannot be used to correct errors. 
Usage: 
• Mandatory for processor to peripheral communication (DSI). 
• Optional for peripheral to processor.  If not used, “0000h” 

checksum must be sent. 
• If the payload length is 0, checksum is “FFFFh” 

Presenter
Presentation Notes
Checksum, in contrast is designed to detect problems in payloads.  

While the checksum cannot be used to correct payload errors, these failures can be fed to the host system for fault detection and analysis.  

Checksums can be employed in all D-PHY long packets, but they are only required by the DSI specification.  

Checksums are allowed for peripheral to processor (or Rx to Tx) communication in DSI, but they are not commonly used.
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Packet Formats 
Short Packets: 
• 4-byte packets 

 
Data Identifier lists 
different types of packets: 
• Sync Events 
• EoT 
• Commands  
• Generic Short Writes 
• Generic Short Reads 
• Short DCS command 

data (DSI) 
• ACKs and Error Reports 

 
Can be HS or LP 
Many codes are reserved for 
future use 
 

Presenter
Presentation Notes
Short packets and long packets are similar under D-PHY.  Both are build upon a 4-byte header structure, that is bounded by a Data Identifier and an ECC for header protection. 

The Data ID contains two pieces of information:
A 2-bit Virtual Channel field, which allows up to 4 devices to be managed by the same bus.
A 6-bit Data Type field, which describes the type of traffic to be sent.

Short packets also have two data bytes that can be used for simple tasks like register reads/writes, or display commands.
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Packet Formats 
Long Packets: 
• 4-byte header 
• Up to 64k byte payload 
• Word Count identifies 

length. 
 

Data Identifier lists 
different types of packets: 
• Blanking 
• Generic Long Writes 
• Image Data 
• DCS command data 

(DSI) 
• Response from 

Peripheral (DSI) 
 

Can be HS or LP 
Many codes are reserved 
for future use 

Presenter
Presentation Notes
The header of the long packet format is identical to the short packet header – with the only distinction being that the two data bytes are dedicated to the Word Count field.  This is a critical datum, because it tells the receiver how much data to expect.  The 16 WC bits can address 64k bytes.  Obviously, payloads like images may require multiple packets.

The checksum is then calculated from Data0 to DataN.

Both Long and Short packets are transmitted LSB first.
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Example: DSI Packets 
Data Type, 

hex   

Data 
Type, 
binary   

 Description   Packet 
Size   

Data 
Type, 
hex   

Data Type, 
binary    Description   Packet 

Size   

 01h    00 0001    Sync Event, V Sync Start    Short    24h    10 0100    Generic READ, 2 parameters    Short   

 11h    01 0001    Sync Event, V Sync End    Short    05h    00 0101    DCS WRITE, no parameters    Short   

 21h    10 0001    Sync Event, H Sync Start    Short    15h    01 0101    DCS WRITE, 1 parameter    Short   

 31h    11 0001    Sync Event, H Sync End    Short    06h    00 0110    DCS READ, no parameters    Short   

 08h    00 1000    End of Transmission (EoT) packet    Short    37h    11 0111    Set Maximum Return Packet Size    Short   

 02h    00 0010    Color Mode (CM) Off Command    Short    09h    00 1001    Null Packet, no data    Long   

 12h    01 0010    Color Mode (CM) On Command    Short    19h    01 1001    Blanking Packet, no data    Long   

 22h    10 0010    Shut Down Peripheral Command    Short    29h    10 1001    Generic Long Write    Long   

 32h    11 0010    Turn On Peripheral Command    Short    39h    11 1001   
 DCS Long Write/write_LUT Command 
Packet    Long   

 03h    00 0011   
 Generic Short WRITE, no 
parameters    Short    0Eh    00 1110   

 Packed Pixel Stream, 16-bit RGB, 5-6-5 
Format    Long   

 13h    01 0011   
 Generic Short WRITE, 1 
parameter    Short    1Eh    01 1110   

 Packed Pixel Stream, 18-bit RGB, 6-6-6 
Format    Long   

 23h    10 0011   
 Generic Short WRITE, 2 
parameters    Short    2Eh    10 1110   

 Loosely Packed Pixel Stream, 18-bit RGB, 
6-6-6 Format    Long   

 04h    00 0100    Generic READ, no parameters    Short    3Eh    11 1110   
 Packed Pixel Stream, 24-bit RGB, 8-8-8 
Format    Long   

 14h    01 0100    Generic READ, 1 parameter    Short   

Presenter
Presentation Notes
There are many packets in the DSI specification.  There are many pixel streams and ways to read, write, and synchronize.  In addition, there is a DCS – Display Command Set that allows another 40 or so display-specific commands to be embedded into the data fields of a short packet transmission.
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Example: CSI Packets 
 Data Type    Description   

 0x00 – 0x07    Synchronization Short Packet Data Types   

 0x08 – 0x0F    Generic Short Packet Data Types   

 0x10 – 0x17    Generic Long Packet Data Types   

 0x18 – 0x1F    YUV Data   

 0x20 – 0x27    RGB Data   

 0x28 – 0x2F    RAW Data   

 0x30 – 0x37    User Defined Byte-based Data   

 0x38 – 0x3F    Reserved   

 Data Type    Description   

 0x00    Frame Start Code   

 0x01    Frame End Code   

 0x02    Line Start Code (Optional)   

 0x03    Line End Code (Optional)   

 0x04 – 0x07    Reserved   

Presenter
Presentation Notes
On the other hand, CSI is easier to grasp.  The commands are grouped simply, and a typical application may only use fewer than 10.
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CSI-2 Particulars 
CCI – Camera Control Interface  
• I2C subset used to configure camera interface (instead of BTA) 

- CCI is the protocol layer 
- Multiple-devices, single controller 

• No BTA 
Only HS transmissions 

Simple Low-Level Protocol  packet formats 
• Long – for transmitting Application Specific Payload data 
• Short– for transmitting Frame and Line synchronization data, and other image-related 

parameters. 

Virtual Channel – independent data stream for one of up to four peripherals 

1 packet per HS frame 
• Frame Start/ Frame End 
• Optional Line Start/ Line End 
• LP State between frames 

Presenter
Presentation Notes
Let’s spend a few minutes talking about the idiosyncrasies of each protocol.  

Earlier, we discussed how neither DSI or CSI uses the full capabilities of D-PHY.  The camera group, for example, eschews bi-directional communication.  Instead, CSI uses I2C as a back channel for communicating commands to the camera.

CSI also ignores LP transmission.  Cameras don’t really need LP, because:
First, there are no control commands being sent
All transmissions are data-intensive.  There is no equivalent to running a display in low-res mode.
Power savings can still be accomplished with ULP and turning off the clock when the camera is idle.
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DSI Particulars 
LPDT (on D0 only) 

Low-power burst 
Greater variety of packet types 
• Short packets 

• Long packets 

• Processor commands (BTA) 

• Great variety of image traffic 
- Burst (asynchronous) 
- Non-burst (synchronous, with and without sync events) 
- Display commands 

Presenter
Presentation Notes
DSI also has its quirks.

LPDT is allowed, but only on Lane 0.  This makes sense because:
All busses have Lane 0, and
As a power saving mode, speed and data bandwidth are not a priority.

Display designs are more diverse, and the packet types reflect this variety.  There are many methods and types of image delivery, and many commands for the direct management of the peripheral devices.
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Pixel Stream Types 

CSI 

RGB888  

RGB666 

RGB565 

RGB555 

RGB444 

YUV422 

YUV420 

RAW 6/7/8/10/12/14 

DSI 

RGB 12-12-12  

RGB 10-10-10  

RGB 8-8-8  

RGB 6-6-6 

RGB 5-6-5 

YCbCr 4-2-2 

YCbCr 4-2-0 

 

 

Presenter
Presentation Notes
Both CSI and DSI support pixel stream types aligned with their applications.  

One key difference between the two is that DSI supports three types of transmission.
Burst mode, where image data is sent as quickly as possible, and idle time is available between frames to either drop into lower-power modes, or to send frames from other virtual channels.
Non-burst mode, where data is sent synchronously, without buffering, and
Command mode, where data transmission is managed by DCS commands

CSI, on the other hand, is only a burst, where images are broken into frames and lines, and there is no explicit correlation between the data rate and packet transfer speed.



Page 27 

Common pitfalls 
Seldom related to signal integrity 
Protocol timing 
• Capturing data during settling time 
• BTA collisions  
• Adapting to bus speed changes 
Lane misalignment 
Non-burst image synchronization 
 
Mitigation 
• Intimate specification knowledge 
• Corner case testing 
• Protocol “omniscience” 

Presenter
Presentation Notes
So where can these designs go awry?

It has little to do with signal integrity.  While there are ample challenges in terminating this hybrid single-ended/ differential bus, the speeds are such that issues like jitter and loading aren’t common.  If a design passes a scope-based compliance test, it’s generally fine.

On the other hand, we frequently see customers who have issues with the timing of their protocol.  Common problems include:
Trying to capture data before the Tsettle time is complete
Negotiating the entry and exit of BTA in peripheral to processor communication.
Shifting a bus into different speed modes in an effort to save power.  This changes the timing relationships of bus events.

Other issues include having one or more lanes be offset by one clock cycle, which disrupts all HS communication, and experiencing difficulty in synchronizing non-buffered image transfer.

Fortunately, most of these issues can be addressed in software and firmware, and don’t require re-cutting boards.

These issues can be mitigated in three ways.
First, I cannot underemphasize the importance of detailed spec. knowledge.  These specifications were drafted by engineers who were architecting the first D-PHY designs.  As a result, the specs are clear, concise, and are optimized to overcome the issues found by early adopters.
Second, test beyond the spec.  When testing, change the characteristics of the receiver to find out how out-of-spec signals might be interpreted.  Similarly, stimulus signals can be modified with different timing parameters, and even different parametric signal characteristics.
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Example: Start of Transmission timing error 

Presenter
Presentation Notes
Earlier we showed you an example of a good HS transmission.

In this case, we are showing an HS timing error that was experienced by one of our users.  As a reminder, I’m including the ideal transmission as defined in the specification.

The host processor is transmitting a blanking packet.  We see the correct LP-11, LP-01, LP-00 sequence.  Then we see the sync byte (B8) appear after a delay of 116 ns.  This delay is to allow the bus to settle to HS voltages and avoid ambiguous data.

However, at the measured bit rate of 450 Mbps, the specified time needed for HS-ZERO + HS-PREP is 160ns + 10US, or 180ns.  This violation is flagged as a triggerable Start of Transmission (or SoT) error.  

Is this a problem?  Not necessarily.  There is no interoperability test in MIPI D-PHY.  In most cases, these are closed systems where engineer-selected devices are paired together.  If a system runs in a “violation” state, yet works, there is no harm.  It may even allow a system that runs faster than the spec dictates for HS or LP communication.

As a result, our protocol tools are designed to allow out-of-spec communication, and users can change the timing parameters to meet their specific needs.
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Example: Dropped Packet 
Correct sequence Incorrect sequence 

Presenter
Presentation Notes
This example is a simulation of a customer issue that came up this Monday.  The correct sequence of this CSI image transmission is to have a Line Start packet , followed by a YUV packet, followed by a Line End packet.  The orange Reserved packets were added to create visual separation.

Occasionally, the Line End packet is dropped, and the YUV is immediately followed by a Line Start.  This condition can be easily identified with a 2-level trigger that detects only when Line Start immediately follows YUV422 transmission.  

If there are other likely patterns to occur, conditions could be ORd together, or flags  or counters can be set.  



Page 30 

Look ahead at M-PHY 
D-PHY M-PHY 

Minimum 
configuration 

1-way or half-duplex              
CLK + DATA   
(4 pins) 

dual-simplex DATA  
(4 pins) 

Min. pins for 6 Gbps 10 4 (Gear 3) 

Data rate per lane  HS: 80 Mbps to 1.5 Gbps 
LP: <10 Mbps  

HS: ~ 1.25/1.5; 2.5/3.0; 5/6 Gbps 
LP: 10k-600Mbps 

Electrical signaling  HS LP  SLVS-200 LVCMOS1.2V  

HS Clocking method  DDR Source-Sync Clk Embedded 

HS Line coding  None or 8b/9b 8b/10b 

Power – Energy/bit  Low Lower (YMMV) 

Repeater/optical No  Yes  

LP only PHY’s  Disallowed  Allowed  

Presenter
Presentation Notes
The MIPI architect community is now turning its attention to the next generation of mobile devices.  The first MIPI M-PHY specifications are complete, and we’ll see a big wave of new designs in 2013.

From a physical layer standpoint, D-PHY and M-PHY couldn’t be more different.
D-PHY has hybrid differential and single-ended signaling, M-PHY is only differential
D-PHY is primarily one-way (with limited duplex transmission), while M-PHY is dual simplex – a minimum one-pair each for Tx and Rx.
D-PHY has an explicit clock, while M-PHY has an embedded clock.
M-PHY’s minimum data rate starts where D-PHY’s end.  The data rate is theoretically open-ended as each gear rate doubles the data rate.  

On the other hand, the application layers of the protocols will be consistent.  CSI-3 will look a lot like CSI-2.  M-PHY and USB will be fundamentally the same on M-PHY as they are in their monolithic forms.  

As a result, the complexity of these differences will be pushed to new, intermediate layers.
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Power Saving 

Variable Gear Rates Power Saving Modes 
State Recovery 

Latency 
~ 

Power  

HIBERN8 0.1 – 1ms
  

10uW 

Sleep µs 100uW 

LS Burst 1mW 

Stall ns 10mW  

HS Burst 25mW 

MIPI estimate for one M-TX and one M-RX 
including clock multiplication – v1.0 

HS Burst 

Stall 

LS Burst 

Sleep 

Hibern8 

Disable 

Power On 

Power 

    
    
   
  
   
  
    
  
    
  

Presenter
Presentation Notes
While D-PHY had two primary mechanisms for saving power – low-power transmission and ultra-low power mode – M-PHY has more.

First, it’s possible to dynamically change gear rates.  A system running at a higher gear rate can be dropped to a lower one.  The three High-Speed gears run in the gigabit range.  The 8 pulse-width modulation data transfer gears run at megabit speeds.  Only G1 is required, and most applications do not use the entire dynamic range.

There are also more power saving modes.  In addition to the different burst speeds, it’s possible to briefly stall a bus, put it to sleep, or suspend it in a deep hibernation state.  These states consume successively less power, but the time to recover increases.
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M-PHY Introduces a Transport Layer 
Transport Layer 
• Logical multiplexing of several communication 

channels (CPorts) 
• E2E Flow Control 

Network Layer 
• Fully compatible with future Switched Network 

Data Link Layer 
• Link reliability 
• Traffic Classes (TC0/TC1) 

PHY Adapter Layer 
• Abstraction of M-PHY 
• Lane Discovery, downgrading 
• Link Configuration (#lanes, gear etc.) 
• Handling of multiple LANEs 
• Native support for OMC 

 

Scope 
of 

UniPro 

Presenter
Presentation Notes
Finally, the M-PHY specification introduces a transport layer.  Once implemented, it becomes much simpler to add additional application protocols.  The larger initial effort to implement UniPro is offset by a reduced long-term investment.
�Currently, only UFS and CSI-3 employ UniPro.  If DSI-2 is ever implemented, it will also use UniPro.

LLI, SSIC, and mobile PCI Express bypass this layer.  For LLI, the objective is to drive latency to a minimum.  For SSIC and PCI Express, there is also a desire to minimize the deviation from the parent specification.



Page 33 

AND NOW …  
A WORD FROM OUR SPONSOR 
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UniPro  

UFS 

Physical 
Standard 

Protocol 
Standard 

DigRF 
v3 

D-PHY 

CSI-2 
camera 

Interface 

DSI-1 
Display 

Interface 

DigRF 
v4 

   M-PHY 

Application 

M-PCIe 
SSIC 

DSI-2 CSI-3 

Agilent’s MIPI Solutions 

Current  
Solutions 

Protocol 
Solution Planned 

NEW! 
U4421A 

New PXI Solution 
Coming Soon 

Presenter
Presentation Notes
Agilent is taking a company-wide approach to mobile computing, in general; and MIPI , in particular.  We have physical layer transmitter and receiver test solutions with scopes and BERTs; and we even have an existing analysis solution for lower-speed MIPI D-PHY.

The U4421A exerciser/analyzer is designed to test the protocol layers of CSI-2, the camera serial interface, and DSI, the display serial interface.  There can be multiple CSI and DSI busses in a single design to accommodate multiple camera and multiple display systems.  These busses need to be tested together as a system, and our modular approach allows this.
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Agilent U4421A MIPI D-PHY  
Protocol Exerciser/Analyzer 
Two instruments in one module 
 

 
Opt 601                 

MIPI D-PHY Analyzer 
See ALL system behavior 

 
Fully protocol-aware 

Performance for today and tomorrow 
• Up to 1.5Gb data rate 
• Up to 16GB trace depth 
• 1-4 data channels + CLK 

“Raw” view of state traffic for 
additional insight 

Flexible probing options 

Integrated image extraction 

 

Opt 602                                              
MIPI D-PHY Exerciser 

Characterize and Optimize  

Generate user-defined D-PHY traffic 

Change speed, slew rate, voltage 
levels and lane skew 

Flexible pattern creation 

• GUI 

• Packet inserter 

• Image inserter 

High-bandwidth SMA cables 

Presenter
Presentation Notes
What makes the U4421A a good option for your lab?  It is two instruments in one – a fully protocol-aware D-PHY analyzer that gives deep insight into system behavior, as well as robust exerciser that allows you to characterize and optimize your designs.

Both the exerciser and analyzer support the full 1.5 Gbs data rate across 4 lanes, and share up to 16 GB of memory (This is 2-5 orders of magnitudes more than existing options).

Unlike competitive D-PHY solutions, the analyzer is a true protocol analyzer.  Triggers, filters, storage qualification – everything is protocol aware.  

There’s another analysis feature that you will love.  Agilent’s design is built on the same state machine that is used for our PCI Express Gen 3 analyzer.  Bus states are oversampled at 5ns intervals.  You can opt to keep this “raw” data, and display it in a waveform or lister view to get insight into the “why” behind your protocol.  More on that in a few slides.

You will also appreciate how the exerciser allows you to change a wide variety of signal parameters; and how it enables “end to end” analysis of how your system handles image data.
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